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3D Object Detection

APm

• Start with a model M, at scale s, an initial pose estimate R 

• Iterative Closest Point (ICP) to optimize for R, t (that aligns best to data) 

• Render model, use visible points, run ICP between these points, and points in the 
segmentation mask, re-estimate R, t, repeat 

• Pick best model M*, scale s* and pose R*, t* based on fit to the data  

Works reasonably well even though 

• Inaccurate models 

• Imperfect segmentation masks

Fine Pose Estimation

Related Work

Improved contours from 
RGB-D 

Much better region 
proposals

Adapting CNNs trained on 
RGB images to Depth Images 

A geocentric embedding for 
Depth images (HHA)

Object Detection and Instance Segmentation for RGB-D Images

Replacing in-place with a 3D model

Extend this for task 
of instance 

segmentation

Pose
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Estimate  
Coarse Pose

Align to 
data

3 layer CNN on normal 
images trained on 

synthetic data

Search over scale, 
placement and sub-type 

to minimize  
re-projection error

3D reasoning by initial 2D processing 
and then ‘lifting’ to 3D  

Learning from synthetic data and 
generalizing to real data  

Starting with weak annotation (instance 
segmentation) able to produce a much 
richer output
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Pose in Top View
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Results

Putting a 3D Bounding box around the object in 3D [Song et al.]
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Initialization using
coarse pose estimate

Initialization 90° away from 
coarse pose estimate
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random models
hand picked models
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Importance of 
Initialization

# scales # 3D Models

GT Depth / Mask Depth from 
predicted 

model m from 
library L

Algorithm outputs rendering of a 
model, m from a library L and an 
appropriate transformation, s, R, t 

Render model, perform occlusion 
checking 

Assign predicted model to ground truth 
regions based on region I/U overlap 

Pixels count in intersection only when 
within some distance of the ground 
truth depth value 

APm = area under PR curve R

P

• Train on synthetic data (pose aligned CAD models [Wu et 

al.] rendered in scales and positions they occur in scenes)  

• Input representation 

• HHA (depth, height above ground, angle with 
gravity) images don’t have azimuth information 

• Normal Images 

• Desirable to be robust to occlusion 

• Depth images are ‘simpler’, so we use a shallow network 

Use a shallow 3 layer fully convolutional network (average 
pooling to predict)




